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For more details and references:
see my books.
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Image Deblurring

This talk:
• Regularization
• Projection
• CGLS
• Other iterations
• Noise propagation
• Subspace precond.

Forward problem

Image deblurring is an inverse problem; hence it is ill posed:
• small perturbation in data 
• large errors in reconstruction
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Sources of Blurred Images
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The Deblurring Problem

Examples of
point spread functions

out of focus motion Gaussian
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Regularize!
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The Projection Method

Projected problem
Example: 
DCT basis
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Some Thought on the Basis Vectors

The DCT basis (and similar bases that define fast transforms):
• computationally convenient to work with, but
• may not be well suited for the particular problem.

The SVD basis (or GSVD basis if L 
 

I) gives an “optimal” 
basis for representation of the matrix A, but ...

• it is computationally expensive, and
• it does not involve information about the rhs b.

Is there a basis that is computationally attractive and also 
involves information about b and thus the given problem?

 
Krylov subspaces!
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Regularizing Iterations
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The Behavior of of CGLS

Same example as before: CGLS iterates
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Semi-Convergence
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Illustration of Semi-Convergence
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Advantages of the Krylov Subspace
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CGLS Focuses on Significant Components

Example: phillips (from Regularization Tools).
Exact solution has many zero SVD coefficients.
• TSVD solution xk includes all coef. from 1 thru k.
• CGLS solution x(k) includes only those coef. we need.

CGLS suppresses noise better than TSVD in this case.
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Another Story: CGLS for Tikhonov
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Other Krylov Subspace Methods

Example on next slide.
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Comparing Krylov Methods
We find:

 

The absence of b in the 
Krylov subspace is essen- 
tial for MR-II.

 

MR-II computes a filter- 
ed SVD solution.

 

Negative eigenvalues of 
A do not inhibit the regu- 
larizing effect of MR-II, 
but they can slow down 
the convergence.

 

RRGMRES mixes the 
SVD components in each 
iteration and x(k) is not a 
filtered SVD solution.

 

RRGMRES works well if 
the mixing is weak (e.g, if 
A 㻃

 
AT), or if the Krylov 

basis vectors are well 
suited for the problem.



Woudschoten Conference 201117 P. C. Hansen – Image Deblurring

Progress of the Iterations

Initially, the image gets sharper – then ”freckles” start to appear.
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pass filtered noise.

CGLS:
k = 4, 10
and 25
iterations

Low frequencies carry
the main information.
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Noise Propagation

Noise 
component

Signal 
component
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Signal and Noise Components

Two different
matrices A

signal noise
Note that
the noise
components
(the freckles)
are correlated
with structures
in the image!

Tends to mask
the appearance
of the noise!!
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Same Behavior in All Methods

The noise components are always correlated with the image!
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General-Form Tikhonov Regularization
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Subspace Preconditioning

Outside scope 
of this talk.

Next slide please ...
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Splitting!
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Conclusion

More stuff not covered here:
• Boundary conditions
• Stopping criteria
• Hybrid methods: projection + regularization
• Nonnegativity constraints
• Other iterative methods: ART, SIRT, Richardson-Lucy, ...
• Blind deconvolution
• Applications in astronomy, biometrics, computer-vision, ...

An important area with plenty of
• theoretical aspects,
• computational challenges, and
• important applications.


	Image Deblurring with�Krylov Subspace Methods
	Image Deblurring
	Sources of Blurred Images
	The Deblurring Problem
	Regularize!
	The Projection Method
	Some Thought on the Basis Vectors
	Regularizing Iterations
	The Behavior of of CGLS
	Semi-Convergence
	Illustration of Semi-Convergence
	Advantages of the Krylov Subspace
	CGLS Focuses on Significant Components
	Another Story: CGLS for Tikhonov
	Other Krylov Subspace Methods
	Comparing Krylov Methods
	Progress of the Iterations
	Noise Propagation
	Signal and Noise Components
	Same Behavior in All Methods
	General-Form Tikhonov Regularization
	Subspace Preconditioning
	Splitting!
	Conclusion

