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Motivation

Did the model learn the true pattern? 
Is the model discriminating?

Test accuracy
In-lab vs. Real-life deployment

source

https://towardsdatascience.com/is-the-medias-reluctance-to-admit-ai-s-weaknesses-putting-us-at-risk-c355728e9028


Motivation

“An AI system is explainable if the task model is intrinsically interpretable (here the AI system is the task model) or if
the non-interpretable task model is complemented with an interpretable and faithful explanation (here the AI system also
contains a post-hoc explanation).”

Markus et al. (2020)

Explainable Artificial Intelligence (XAI) Methods

§ Model-based explanations: linear/logistic regression, decision trees, k-nearest neighbours.
§ Post-hoc explanations: instance level vs global level

• Model-based explanations: other interpretable models are used to explain the 
uninterpretable model.

• Attribution-based explanations: features importance methods.
• Example-based explanations à Counterfactual Explanations (CE)

https://www.sciencedirect.com/science/article/pii/S1532046420302835?via%3Dihub


(Verma et al., 2020)

Harvard Journal of Law & Technology, 2018

Artificial Intelligence, 2019

arXiv, 2020
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Counterfactual Explanations 

Counterfactual: set of features that should be changed in order to flip a model’s prediction

Factual Instance

Beatrice is 27yo
Full-time job: 45K $/y
Account balance: 50K $

Counterfactual

Beatrice is 27yo
Full-time job: 50K $/y
Account balance: 60K $



Mathematical Model

!𝒙 = 𝑎𝑟𝑔 min
𝒙∈ℝ!

𝑑(𝒙, -𝒙)

𝑠. 𝑡. ℎ 𝒙 = 3𝑦

𝒅 . , . : distance function
𝒉 . , . : trained model
4𝒙: factual instance
6𝒙: counterfactual explanation
9𝑦: desired outcome

Harvard Journal of Law & Technology, 2018



“Good” Counterfactual Explanations (CEs)

“CE should be close to the factual instance”“CE should differ from the factual instance in few features”“CE should be mapped back to input feature space after one-hot encoding”“CE should alter only mutable and actionable features”“CEs should be close to the observed (training) data”“Any (known) causal relationships in the data should be reflected”“A set of CEs which differ in at least one feature”



Optimization with Constraint Learning (OCL)
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https://arxiv.org/abs/2111.04469
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OCL Model

https://arxiv.org/abs/2002.06278
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Incumbent solutions

source

OCL Model

https://www.researchgate.net/publication/327414612_Bandwidth_Maximization_Approach_for_Displaced_Left-Turn_Crossovers_Coordination_under_Heterogeneous_Traffic_Conditions


𝑦: good or bad credit risk?

OptiCL:
A Python Package for 
Optimization with Constraint 
Learning

Codes and Examples

https://github.com/hwiberg/OptiCL

Case Study

https://github.com/hwiberg/OptiCL


Next Steps: Enlarged Trust Region

𝒙 =D
!

"

𝜆!F𝒙!

D
!

"

𝜆! = 1

𝜆! ≥ 0, 𝑖 = 1,… , 𝑁

𝒙 + 𝒔 =D
!

"

𝜆!F𝒙!

D
!

"

𝜆! = 1

𝜆! ≥ 0, 𝑖 = 1,… , 𝑁

𝒔 # ≤ 𝜖



Next Steps: Intervals of CEs

6𝒙 = 𝑎𝑟𝑔 min
𝒙∈ℝ!

𝑑(𝒙, 4𝒙)

𝑠. 𝑡. ℎ 𝒙 = 9𝑦

6𝒙 = 𝑎𝑟𝑔 min
𝒙∈ℝ!

𝑑(𝒙, 4𝒙)

𝑠. 𝑡. ℎ 𝒙 + 𝒔 = 9𝑦, 𝒔 ∈ 𝑺

Example: 𝑺 = {𝒔 ∈ ℝ': 𝑠 # ≤ 𝜖}

“Uncertainty Set”



Next Steps: Intervals of CEs

ℎ 𝒙 = 9𝑦

ℎ 6𝒙 + 𝒘 = 9𝑦, 𝒘 ∈ 𝑾

max
𝑾
𝑔(𝑾)

𝑠. 𝑡. ℎ 6𝒙 + 𝒘 = 9𝑦, 𝒘 ∈ 𝑾,
6𝒙 ∈ 𝑾



source

Well, if your wife would have had a 20+ years relationship 
with our bank, and would have been regarded as Premium 
customer at some point in time, she would also receive a 20x 
credit limit.

https://www.youtube.com/watch?v=kAwINLl8SVY


§ A general framework for CEs
§ ϵ -convex hull for data manifold closeness
§ Intervals for infinitely-many CEs

§ Additional case studies
§ Comparison against other methods
§ User study via dedicated webpage

§ Food for thought: Adversarial attacks

Conclusion


